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Morphological autonomy

refers to the thesis that morphology follows different principles from syntax /
that it is autonomous from syntax and cannot be subsumed under it

“the structure of the word form must be supplied by statements of a 
wholly morphological nature” (Matthews 1972: 107)

• distinction not discrete, i.e. whatever properties support the ‘morphological 
nature’ of a phenomenon are also found in syntax but to a lesser degree
• → basically a statistical argument
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Morphological autonomy and wordhood

• statistical arguments for MA presume “fuzzy words” – two positions:

“No criterion [for wordhood] is either necessary or sufficient,... But they are 
relevant insofar as, in particular languages, they tend to coincide” 

(Matthews 2002: 274)

“In order to show that a fuzzy concept of a word is theoretically significant one 
would have to demonstrate that grammatical units are not randomly distributed 
over the continuum between fully bound and fully independent units, but that they 
cluster significantly” (Haspelmath 2011)
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Introduction: What is morphological autonomy?

Morphological autonomy (MA):
 Morphological phenomena follow different principles of 

organization from syntax.

which is a different concept than

Word-based morphology: 
 Morphology refers to the organization of formatives and/or 

morphemes word-internally. 
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Introduc6on: Perspec6ves on MA

Blevins (2006: 555): “In some systems, it is true that formatives may realize stable properties in all 
of the contexts in which they occur. Yet this can be seen to be a limiting rather than a normative 
case, and in many systems it is only recently morphologized formatives that can be described in this 
way.”

Haspelmath (2011: 63): “In the first hypothetical situation (clustering distribution), there are three 
clearly discernible clusters. If the dimension along which the units differ (the boundedness scale) 
can be quantified, the clustering can be demonstrated by statistical techniques. There are 
intermediate cases between the clusters of affixes, clitics, and independent words, but these are few 
and just exceptions to the rule.”

Maiden (2004: 140): “(...) autonomous morphological structure may be present even at the level of
simple, linear, formative in word structure, and therefore potentially present cross linguistically,
given that all languages possess morphological structure of this kind.”
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Introduction: Perspectives on MA

• Encapsulation (Lexical integrity)
• Head-dependent order (Morphotactics)
• Types of operations (Notation)
• Morphological status / wordhood criteria (boundedness, freedom…)
• Deviations from biuniqueness (morphological complexity)
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Devia6ons from biuniqueness

• common to claim that morphology is autonomous by virtue of displaying 
deviations from biuniqueness (cf. Matthews 1991)
• assumption:
• syntax: one to one relation between meaning and form
• morphology: not so much
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Deviations from biuniqueness: Example

paradigm (indicative present) of the verb ‘come’  in Bernese German
  
1SG xʊmə
2SG xʊnʃ
3SG xʊnt
1PL xœmə
2PL xœmət
3PL xœmə 

1 form to many meanings: -ə

1 meaning many form: xʊm ~ xʊn ~ xœm
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Three problems from a variationist approach

1) Boundary strength problem:
Languages may vary in the degree to which morphology and syntax are disUnct. 
Some languages might display more indeterminacy than others.

2) ComposiUon problem:
Languages may differ with respect to how the disUncUon between morphology and 
syntax is made.

3) Architecture problem: 
Languages may vary with respect to whether morphology and syntax are disUnct at 
all. 
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Languages, Variables, Coding
Study design
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Language sample

• 7 languages from southwestern Amazonia
• no inflecUon classes → typical arguments for MA based on paradigm 

complexity do not apply
• described as displaying ‘syntax-like’ morphology → ideal test case for 

architecture problem
• grammars of Amazonian languages o]en have many cliUc and indeterminate 

categories
• author experUse (Tallman 2018) & previous qualitaUve study (Tallman & Epps 

2020)

• Central Alaskan Yupik for comparison because it is claimed to be 
canonically polysyntheYc
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Language sample
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Variables: Overview

we only code closed class items – for each item, we determine:
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Boundedness and interruptability

• Can the element stand alone as a complete u0erance?
• yes = free
• no = bound

Chácobo:

 tsaya-ʔaka  =yáma=,kɨ(n)=ʔitá=kɨ
see-PASS.      =NEG=again=REC.PST=DEC:PST

‘He was never seen again.’
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Interruptability/contiguity

• Can the element be interrupted from its head/host by a free form?
• yes = interruptable
• no = contiguous
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Fixedness/Variable order

• Does the element display a fixed with respect to the head/host?
• yes = fixed
• no = variable
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Coding elaboration

• Does the element display inflectional elaboration independent of the 
semantic head/host?
• yes = has coding elaboration
• no = has no coding elaboration
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Prominence projection

• Does the element project its own stress domain?
• always
• someUmes
• never
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Exponence complexity

• defining feature for advocates of MA
• there are different types with different criteria
• aggregated the codable criteria into a single measure:
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Criterion Description Value

a number of allomorphs how many allomorphs are there? 1-n

s suppletive allomorphy is there suppletion? yes = 1, no = 0

m multiple exponence does the meaning distribute over 
several forms? yes = 1, no = 0

f fossilization does it combine with an 
empty/opaque root? yes = 1, no = 0

ec = a + s + m + f



Boundary strength problem
Correlation matrices
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The boundary strength problem

• Problem: Languages may vary in the degree to which morphology and 
syntax are disYnct. Some languages might display more 
indeterminacy than others.
• Our approach: Proposal for visualizing and measuring the degree of 

disYncYveness of morphology and syntax as a typological index
• morphological autonomy is associated with exponence complexity in the 

literature → is exponence complexity a good proxy for MA?
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Correla6ons
correlation matrix of all variables 
aggregated across all languages

if exponence complexity is a good 
measure of MA, there should be 
positive correlations with most 
variables



Correla6ons
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correlation matrices of all 
variables aggregated by language



The boundary strength problem

• Problem: Languages may vary in the degree to which morphology and 
syntax are disYnct. Some languages might display more 
indeterminacy than others.
• Interim conclusions:
• languages vary in the degree to which MA-variables correlate
• exponence complexity does not strongly correlate with other variables
• some variables are unimportant/unlikely to contribute to this disUncUon, but 

which ones varies by language

24.10.2024 25



Composi8on problem
Random Forests
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The composition problem

• Problem: Languages may differ with respect to how the disUncUon between 
morphology and syntax is made. Certain properUes (e.g. high degree of 
allomorphy) may disUnguish morphology and syntax in one language and not 
another. Languages may also vary in the degree to which certain properUes help 
disUnguish morphology and syntax.
• Our approach: Random Forests (classificaUon algorithm)

• based on author classificaIons: reflects the intuiIon that grammar authors are mostly 
consistent in applying wordhood criteria internally

• based on exponence complexity: reflects ‘theoreIcal grounding’, as it is assumed to be 
parIcularly important for MA
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Background on Random Forests

• a classification algorithm that aggregates over a multitude of decision trees
• number of variables out of all dependent variables that are tried at each split in 

each decision tree for best classifying the data has to be defined beforehand. 
• determined by running multiple RF models with different numbers of variables to 

find the one producing the best results
• unlike regression, RF models make no assumptions about the data
• but they still need a dependent variable (on which the classification is based)
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Background on Random Forests

• output:
• out-of-bag error rate (OOB): how much the model classified correctly
• relaUve importance variable plot: how much each variable contributes to the 

classificaUon

• evaluaYon measures:
• baseline: skewness of the data
• accuracy: sum of correct predicUons
• difference: accuracy-baseline (how much beier than change the RF model 

performs)
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RF with Author Classifica6on
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Central Alaskan Yupik

Puinave



RF with Author Classifica6on
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variable importance plots 
by language



RF with Exponence Complexity
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OOB error rates and 
evaluation measures 
by language



The composi6on problem

• Problem: Languages may differ with respect to how the distinction between 
morphology and syntax is made. Certain properties (e.g. high degree of allomorphy) 
may distinguish morphology and syntax in one language and not another. Languages 
may also vary in the degree to which certain properties help distinguish morphology 
and syntax.
• Interim conclusions: 

• there is a lot of variation in terms of which variables are important for classifying 
morphemes into wordhood categories

• languages also seem to vary in how much wordhood variables reflect important structural 
generalizations (morphology-syntax distinction)

• RFs can be used to describe variation in wordhood variables, but they need a ‘baseline’
• general issue: exponence complexity displays weak correlations with other variables in all 

languages of our sample → probably need another baseline, but this is tricky
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Architecture problem
Cluster models and validation
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The architecture problem

• Problem: Languages may vary with respect 
to whether morphology and syntax are 
distinct at all. 
• Our approach: clustering with validation 

techniques
• if there is MA, we would expect the variables 

to cluster either into two groups (words vs. 
affixes/clitics) or three groups (words vs. clitics 
vs. affixes)
• comparison with simulated data sets
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The ‘clustering problem’

• Haspelmath’s formulation of the issue suggests that should cluster
• clustering models can show that, but there are limitations:
• there is no standard of definition of the term ‘cluster’
• there are many algorithms and models (it’s not a priori clear which one is 

most appropriate)
• clustering is not inferential, i.e. it does not test hypotheses – it’s exploratory
• clusters need to be validated to show that they are not arbitrary partitions – 

validations techniques are still domain-specific
• we use hierarchical clustering and the height difference between the 

first and second partition
• we compare the clusters of the languages to a set of simulated data
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Simulated data

Type Exp.Comp Fixed Free Inter Prom Cod.El. Obl Fossil

“affix” 4 (1-16) yes bound no no no 40/40 no

”clitic” 3 (2-12) 23/17 21/19 23/17 14/15/11 7/33 9/31 4/36

“word” 2 (1-5) no free yes yes 63/17 no 13/67
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Hierarchical clustering in a nutshell

1) construct a distance matrix for each language (based on the 
numeric versions of the variables)

2) apply hierarchical cluster model (Ward’s minimum variance 
method)

3) inspect the dendrograms and compare to the simulated data
4) look at the cophenetic distance and height difference between the 

first and second partition
• cophenetic distance: measure how (dis)similar elements need to in order to 

be grouped into the same cluster (scale 0-1)
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Clustering
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Dendrogram of HC 
on simulated data

Dendrogram of HC for each 
language of the sample



Clustering
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Cophenetic correlation and 
first/second partition height 
differences of 1,000 
simulated data sets (black 
circles) and the languages of 
our sample (red dots). 



The architecture problem

• Problem: Languages may vary with respect 
to whether morphology and syntax are 
distinct at all. 
• Interim conclusions:

• languages vary in terms of whether they 
display a morphology-syntax distinction
• we can measure the degree to which such a 

distinction is valid (enganging with the notion 
of ‘fuzzy’ wordhood empirically)
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Conclusions and outlook
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What we can say about MA so far

• more data necessary (but coding is time-intensive)
• further explorations needed of statistical techniques
• more awareness of the empirical issue

BUT:
• everything we tried so far provides little (or no) support for the

“clustering distribution“
• rather, it suggests there is huge variation between languages

regarding to what degree the variables „bunch“ together
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Desiderata and further research

• larger sample both in terms of languages and in terms of morphemes
• would allow for generalizations
• difficult to implement because coding is very time-consuming and can only be 

done in collaboration with language experts
• developing and refining the variables
• more sophisticated measure of exponence complexity

• focusing on the global architecture problem (from an empirical 
perspective) could add to the ‘continuity’ debate
• emphasis on continuity in the grammaticalization literature (gradual 

development of words into affixes, etc.)
• but little engagement on what this means for the language system as a whole
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Thanks for listening!

Full paper: https://doi.org/10.1515/lingty-2021-0041
Supplementary materials: https://doi.org/10.5281/zenodo.6008054

Contact: sandra.auderset@unibe.ch
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